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1. ZIELSETZUNG UND GELTUNGSBEREICH

Dieser Business Continuity Plan gewahrleistet die Aufrechterhaltung kritischer
Geschaftsprozesse bei Storungen, Ausfallen oder Notfallen. Der Plan deckt alle
wesentlichen Betriebsbereiche von Luftraum247 ab und definiert konkrete
MalRnahmen zur Minimierung von Ausfallzeiten.

Kritische Geschiaftsprozesse:
e Drohneninspektionen und Thermografie
o Datenerfassung und -verarbeitung
e Kundenbetreuung und Projektabwicklung

o Berichtserstellung und Datentbermittlung

2. BACKUP-DROHNE PROZEDUR
2.1 Drohnenflotte und Backup-System
Primare Drohnenflotte:
e DJI Mavic 3 Enterprise (Haupteinsatz)
e DJl Inspire 2 (Spezialaufgaben)
e DJl Avata 2 (Innenraume)
e DJI Matrice M30T (Thermografie)
« Autel Evo Lite 640T Enterprise (Backup Thermografie)
Backup-Strategien:
Szenario A: Drohnenausfall vor Projektbeginn
Sofortmanahmen (0-2 Stunden):
« Uberpriifung der Reserve-Drohne auf Einsatzbereitschaft
e Akku-Check und Kalibrierung der Backup-Drohne

e Benachrichtigung des Kunden Uber mogliche Verzdogerung



Mittelfristige MaBnahmen (2-24 Stunden):

Bei Totalausfall: Mietdrohne organisieren
Kontakt zu Drohnen-Verleih: [Lokaler Anbieter einsetzen]

Alternative Terminplanung mit Kunde abstimmen

Szenario B: Drohnenausfall wahrend der Mission

Notfallprotokoll:

1.

Sofortiger Wechsel zur Reserve-Drohne (vor Ort verfugbar)

2. Dokumentation des Ausfalls fur Versicherung
3.
4.

Fortsetzung der Mission ohne Unterbrechung

Telefonische Erreichbarkeit: 01631902432

2.2 Wartung und Bereitschaft

Wodchentliche Checks aller Backup-Drohnen
Monatliche Testfliige zur Funktionsprufung
Akku-Rotation zur Erhaltung der Leistungsfahigkeit

Software-Updates parallel zu Hauptdrohnen

3. DATENSICHERUNG UND IT-KONTINUITAT

3.1 Bestehende Datensicherung

Cloud-Speicher: HiDrive by IONOS (GDPR-konform)
Lokale Sicherung: 8 TB Backup-System

Sichere Ubertragung: Peer Link fiir Kunden
Projektdaten: Automatische Synchronisation

3.2 IT-NotfallmaBRnahmen

Bei Cloud-Ausfall:

Sofortiger Wechsel auf lokale Backup-Systeme
Mobile Hotspot fur Internet-Verbindung

Alternative Cloud-Dienste als Notlésung

Bei Hardware-Ausfall:

Backup-Laptop fur Datenverarbeitung verfligbar

Mobile Workstation fur Feldarbeit



o Externe Festplatten fur Datentransfer
Recovery-Zeiten:

o Datenzugriff: <2 Stunden

o Volistandige Wiederherstellung: < 24 Stunden

o Projektfortsetzung: < 4 Stunden

4. NOTFALL-KONTAKTE

4.1 Interne Kontakte

Geschaftsfuhrung:
o Jorge Marques: 01631902432 (24/7 erreichbar)
e E-Mail: info@luftraum247.de

o Notfall-E-Mail: [Backup-E-Mail einrichten]
4.2 Externe Partner und Dienstleister
Technischer Support:
e DJI Support Deutschland: +49 (0) 69 9999 5555
o IT-Support (HiDrive): +49 (0) 721 91374-0
e Drohnen-Reparatur: [Lokaler Servicepartner]
Versicherung und Rechtliches:
e Versicherung: [Versicherungsunternehmen + Telefon]
e Rechtsberatung: [Anwaltskanzlei + Telefon]
o LBA (Luftfahrtbundesamt): +49 (0) 531 2355-0
Logistik und Beschaffung:
e Drohnen-Verleih: [Lokaler Anbieter + Telefon]
o Express-Kurier: DHL Express: 0228 4333112
o Ersatzteile: [Drohnen-Handler + Telefon]
4.3 Kunden-Notfallkommunikation
Standard-Benachrichtigung bei Stérungen:
"Sehr geehrte Damen und Herren,

aufgrund technischer Probleme verzdgert sich |hr Projekt um [X] Stunden/Tage.


mailto:info@luftraum247.de

Wir setzen unsere Backup-Systeme ein und halten Sie Uber den Fortschritt auf dem
Laufenden.

Kontakt: 01631902432

Mit freundlichen Grufden, Jorge Marques"

5. ALTERNATIVE ARBEITSABLAUFE
5.1 Wetterbedingte Ausfalle

Bei schlechten Wetterbedingungen: Monitoring: UAV Forecast fur 48h-
Vorhersage

Flexibilitat: 3 alternative Termine pro Projekt

Kommunikation: 24h Vorwarnung an Kunden

Indoor-Alternative: Avata 2 fUr Innenbereichsarbeiten

5.2 Personalausfall (Ein-Mann-Betrieb)
Bei Krankheit/Unfall von Jorge Marques:
Kurzfristig (1-3 Tage):

e Verschiebung nicht-kritischer Termine

¢ Notfall-Inspektionen durch Partnerunternehmen

e Kundenbetreuung via E-Mail/Telefon
Mittelfristig (1-2 Wochen):

o Kooperation mit anderen Drohnendienstleistern

e Subunternehmer flr dringende Projekte

e Remote-Projektbetreuung soweit moglich
Langfristig (>2 Wochen):

o \Vollstandige Projektubergabe an Partner

o Kundenbenachrichtigung mit Alternatividsungen

e \ersicherungsabwicklung fur Ausfallschaden
5.3 Ausrustungsausfall - Komplettszenarien
Szenario: Totalausfall der Drohnenflotte

1. SofortmaBnahmen (0-4 Stunden):

e Inventar verfugbarer Mietgerate

¢ Kontakt zu 3 Verleihfirmen



o Kostenabschatzung und Kundenabstimmung
2. Uberbriickung (1-7 Tage):

o Mietdrohnen fur kritische Projekte

o Partnerschaftsvereinbarungen aktivieren

o Neubeschaffung einleiten
3. Wiederherstellung (1-4 Wochen):

o Ersatzbeschaffung uber Versicherung

o Schrittweise Ruckkehr zum Normalbetrieb

e Lessons Learned dokumentieren

6. KOMMUNIKATIONSPLAN
6.1 Interne Kommunikation
o Entscheidungstrager: Jorge Marques (alleinige Entscheidungsbefugnis)
o Dokumentation: Alle Notfalle in Excel-Log erfassen
« Nachbereitung: Wéchentliche Uberpriifung der MaRnahmen
6.2 Externe Kommunikation
Kundenkommunikation:
« Benachrichtigung binnen 2 Stunden bei Projektausfallen
o Tagliche Updates bei langeren Stérungen
« Kompensationsangebote bei Verzogerungen
Behérdenkommunikation:
o LBA-Meldung bei sicherheitsrelevanten Vorfallen
e Versicherungsmeldung binnen 24 Stunden

« Dokumentation aller behordlichen Kontakte

7. RECOVERY UND WIEDERANLAUF

7.1 Normalbetriebs-Wiederherstellung
1. Systemcheck aller kritischen Komponenten
2. Testlauf mit unkritischem Projekt

3. Volilstandige Dokumentation der Ausfallursachen



4. PraventivmaBnahmen implementieren
7.2 Lessons Learned Prozess

o Sofortanalyse nach jedem Notfall

e Monatliche BCP-Reviews

o Jahrliche Volluberpriifung des Plans

o Kontinuierliche Verbesserung der Prozesse

8. TESTING UND WARTUNG
8.1 RegelmaBige Tests

e Monatlich: Backup-Drohnen Funktionstest

¢ Quartalsweise: Vollstandiger BCP-Test

« Jahrlich: Notfall-Simulation mit externen Partnern
8.2 Plan-Aktualisierung

« Bei Anderungen der Ausriistung oder Prozesse

« Nach jedem Notfall (Lessons Learned)

« Mindestens jahrlich komplette Uberarbeitung

NOTFALL-CHECKLISTE (Schnellreferenz)
1 SofortmaBnahmen (0-30 Min)
e Schadensumfang bewerten
e Backup-Systeme aktivieren
e Kunden benachrichtigen
« Notfall-Kontakte informieren
O Kurzfristige MaBnahmen (30 Min - 4 Std)
o Alternative Losungen implementieren
e Ersatzbeschaffung einleiten
e Projekttermine anpassen
o Dokumentation beginnen
[ Mittelfristige MaBnahmen (4-24 Std)

« VolIstandige Schadensbewertung



o Versicherung kontaktieren
o Langfristige Losungen planen

¢ Stakeholder informieren

Notfall-Hotline: 01631902432
E-Mail: info@luftraum247.de

Erstellt: Jorge Marques, 02. Januar 2023
Nichste Uberpriifung: Februar 2026
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